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The Influence of the Sample on the Posterior Distribution

by
Salwa Fahmy, Carlos Pereira, and Frank Proschan

ABSTRACT
In this paper, we present conditions on the likelihood function and on
the prior distribution which permit us to assess the effect of the sample on
the posterior distribution. Our work is inspired by Whitt (1979) J. Amer.
Statist. Assoc. 74, and is based on the notion of multivariate totally positive
functions introduced by Karlin and Rinott (1980), unpublished report.
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1. Introduction.

whitt (1979Y) shows taat in a Bayesian analysis, under certain general
conditions, the larger the observations obtained, the larger stochastically
will be the appropriate parameter of the posterior distribution. His inter-
esting results are developed for the case of a univariate parameter. In the
present paper, we show that his key ideas may be extended to the multivariate
parameter case. Qur basic tool is multivariate total positivity of order 2,
introduced and treated by Karlin and Rinott (1980).

In Section 3, we present sufficient conditions on the likelihood function
and on the prior Jdistribution under whicih the posterior distribution of a
multivariate parameter is stochastically increasing in the sample observations.
In Section 4, we show how these results may be applied to a mumber of well
known multivariate distributions, such as the normal, the multinomial, the
negative wultinomial, etc. .

In a subsequent paper, we will extend .hitt'soriginal notion to show
that other properties of the data are "inherited" stochastically by the

parameter posterior distribution.
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2. Preliminaries.

In this section we present definitions, notation, and basic facts used

throughout the paper.
2.1. Definition. A random vector X is said to be stochastically

increasing in a random vector Y if E{¢(X)|Y = y; is increasing in y for
every increasing function ¢ for which tne expectation exists.
(A function ¢ on a subset of Rk + R is said to be increasing if it is

increasing in each of its arguments).

Let Xl, Xz, ceey xk be totally ordered spaces. Let X = X, x X2 X .0 X xk.

1
For every x, y ¢ X, define:

xvy= (max(x;, y,), ..., nax(x,, y,))
X Ay = (min(x;, y;), ..., minx,, y,)).

The following definitions are due to Karlin and Rinott (1980).
2.2. Definition. Consider a function f(x) defined on X. lie say that

f(x) is multivariate totally positive of order 2 if:

f(x v )E(x » y) 2 £(X)E(y)

for every x, y e X; we write f is iTP,.

The following is a multivariate generalization of the familiar ionotone
likelihood ratio property.

2.3. Definition. Let £, and £, be two probability densities on R*. If

£, v f (x A y) 2 £ (0F,(p)

for every x, y ¢ Rk, then we say that f2 >TP2 fl'

P eI

R R R e TR e L et

B e, 2 AW o

T VR T H PI RN A o o RPN T

A Ty T RV AT AT




2.4, Theorem. Let f1 and f2 be probability densities on

f

f 1'

>,
ZTPZ

Let ¢ be an increasing function on Rk. Then:

[o@E @) s JoE,x).

For a proof, see Karlin and Rinott (1980).

R¥ such that:
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3. Theoretical Results.

:
L)
t
¥
{
¢
t

In the sequel. let 6 be a parameter taking values in the space
8 =8 X ... X8, where each 8; is totally ordered. Let X be an observable
random vector. Let n(x| 8) denote the conditional p.d.f. (or probability
mass function) of X given 6 and let 1(¢) be the prior p.d.f. (or probability
mass function) of 8. Finally, let n(g|x) be the posterior p.d.f. (or
probability wass function).

3.1. Theorem. Suppose

a) n(x|e) = h(x)g(x, 8), where g(x, 8) is MIP, on R? x o, and

b) n(e) is MIP, on 6. (3.1)

Then
n(e)x?) ', n(elx™)

for every xu), 5(2) ¢ R® such that 5(1) < 5(2).

Proof. The posterior density is given by:

n(e}x) = C(x)glx, 8)N(e),

where:

C@) = (f g(x, )n(e)deyt
©

Let 5(1) < 1(_(2). Define:

£ = ne)x™), £,0) = ne)x?).
Let 9, v € 6. Write:

£,@£,0) = ccM)gax®, or@ca@igx®, viw
= cxex®)gx®, 0sx?, wrEnw)

SRl v

¢ ccDcax@)ga® » x@, o e v <@,

g v WR(e A WLV V),




since both g(x, 6) and n(e) are bfl‘Pz. Thus

£, = cc1)exV, o 4 v+ weaPa®, o v wite v v

= fl(gA !’)fz(g_ v y_).

f, >.l.Pz £. 1

3.2. Corollary. If (3.1) holds, then 8 is stochastically increasing

in X.
Proof. The result follows immediately from Theorems 2.4 and 3.1. ||
The conditions required to apply the previous Theorem 3.1 are too
strong in many cases, and so we consider tne following.

3.3. Theorem. Suppose:

k
n(x|e) = h(§)_nlgi(ei. x,)C(8),
1=

where gi(ei, xi) is TP2 in (ei, xi), i=1, ..., n. 3.2)

Then:

J
‘ = xj, cons Xk- xk)

for every xj < xj' and for every j =1, 2, ..., k.

Proof. The marginal posterior demsity of @ j is

k k
n(ej|5) . h(§)gj(oj, xj)[...[igl g; (e, xi)H(g)iE1 de,,
ifj i)

where 1I(8) = C(e)n(¢e). Define :




4., ) . f...[lr: g: (0., x.)H(6) Il; de.,
y = isp 11 Y ey L
isj it

where xI) = G, cny Xy Xiygs e X)L Ths:
HGe;1x) = hGg (o5, x;) + (o0 xI).
Let xj < xj. Define:
fl(ej) - rl(ej|)(1 =Xy een xj = xj’ cees xk = "k)'

fz(eJ) = n(ej|x1 = xl’ teey x = xj: svey xk - x‘k)°

fz(e.) ) :(x s eeey xj, evey xk)gj(:j, xj)
. ceey Xsy coes (0., X,

is increasing in e:i by the TP?_ property of gj (ej, xj). Hence:
fz >TP2 fl' I

3.4. Remarks. Note that the result in Theorem 3.3 pertains to the

marginal posterior density. Also, the result holds irrespective of which
prior distribution we use. It follows from Theorems 2.4 and 3.3 that
BU(Qijl =Xy een xj "Xy e X, = X5 is increasing in X; for every
increasing function ¢.

If we consider the case where ¢ is of dimensicn two, we have the

following result.




3.5. Theorem. Suppose

2
"(91’ ezlxls xz) = h(xlt xz)i}:lgi(ei’ xi)c(el' 92)»

where gi(ei, xi) is TP, in (ei, xi) for i=1, 2, and C(-el, °2) is TP, in
(8, 8,).

Then for X, < xé,

n(ellxl, X,) >szn(ellx1, xé).
A similar result holds for the marginal posterior distribution of 8,.
Proof. The posterior density of 8 is:
n(ellxl, x,) = h(x;, xz)gl(el. xl)]gz(ez, Xx,)C(8;, 6,)da,.
Define:
0y, x;) = Jug, (0,5 x,)C(0;, 6,)d0,.
Then +(-el, xz) is P, in (el, xz) by the basic composition formula.

{See Karlin, 1968, pp. 98-103.] Let X, < xi. Then:

n(ellxlb xz) h(xli xz) + (91» xz)
M, 1%, XD B, 30 F Topr %37

which is increasing in 6, by the TP, property of +(-61, X5).
3.6. Remark. ilote that Theorem 3.5 involves conditions on the prior
distribution. It follows from Theorems 2.4 and 3.5 that Eio(ol) le =X xz =X,

is decreasing in X,y for every increasing function 4.




1 e A M MG T F S NI SR e L AN s

4. Applications.

In this section, we present applications of the results of Section 3.

4.1. Multivariate Normal Distribution. Let X|e be normally distributed

with mean vector ¢ and a known covariance matrix:

%9 \

Then, whatever prior we use, the conditions of Theorem 3.3 are satisfied.

Hence from Remark 3.4, we conclude that Ew(aj)h(1 =X eeer Xj =Xy, aeny X=X

s I
is increasing in xj for every increasing function ¢.
Consider the conjugate prior for ¢, namely the multivariate nomual
distribution with mean vector y and covariance matrix D. Let d" denote the

1. If dij < 0 for every i # j, then the conditions of

(i, j)*" element of D’
Theorem 3.1 are satisfied. It follows from Cor. 3.2 that @ is stochastically
increasing in X. If k = 2 and d'? 2 0, then the conditions of Theorem 3.5

are satisfied. It follows that E|Z¢(61)|)(1 =Xy xz = x2] is decreasing in Xye

4.2. Multinomial Distribution. Let X|o have the multinomial distribution

with parameters n and 6. Then

| k x5 k )
n(xje) = h n oe,” 1 6, = ’
(xl®) =hG) 1 0" I(} o; = 1)

1 ie )

1 if § o, =1
% i'l 1
I(] o, =1) = {
jop 1

0 otherwise.
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X.
Now ei1 is 'l'Pz in (oi, xi). Hence the conditions of Theorem 3.3 are

satisfied. It follows that for any prior, E[o(ej)lxl =Xps eees XJ. - xj, ceey )(k = xk'J

is increasing in x:i for every increasing function ¢.
If k = 2 and we use the conjugate prior for 6, namely the Dirichlet

distribution with parametric vector a = (al, az). the posterior density is

n(e,, ezlxl, X,) = h(x, xz)ig1 05 I(e; + o, = 1).

Since I(-e1 +to,= 1) is 'I'P2 in (el, ez), then by Theorem 3.5,
E[¢(61)|X1 =X xz = xz'.i is decreasing in X, for every increasing function ¢.
4.3. The Negative Multinomial. Let X|6 have the negative multinomial

distribution with parameters N and 6. Then 1

kK x, k 1
n(xle) » hx) n_e.' 1] e, s 1). ~
i=1 i=1

Hence we can conclude, using Theorem 3.3, that Ew(ej)l)(1 = Xps oo xJ. =

cess xk = xk] is increasing in xj for every increasing function ¢.

xj,

v

If k = 2 and we use the conjugate prior for 6, namely the Dirichlet
distribution, we can deduce that E[¢(el)|xl =X, )(2 = X,d is decreasing in X,

for every increasing function ¢.

4.4. The Multivariate Hypergeometric Distribution. Suppose P

k . k
n(xle) = h(o) 1 (I)I(
J

6. = N).
j=1 t

)

i=}
0.

Since (xJ) is 'I’Pz in (ej, xj), it follows by Theorem 3.3 that for any

. J -

increasing function ¢, ECq;(ej)lx1 = Xqs e xj " Xjy en X, = x.!is

increasing in x.. If k = 2, Theorem 3.5 applies and it is easy to show that

J
Theorem 2 in Whitt (1979) follows immediately.
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4.5. Uniform Distribution. Suppose Tl’ Tz, cees Tn is a random sample

from a uniform distribution on the interval (el, ez). Let X; = m‘m(Tl, Ty -
Xz = max('rl, Ty ooy Tn) . Suppose also that we use the conjugate prior,
namely the bilateral bivariate Pareto distribution {see DeGroot, (1970),

pp. 172-174 . It is easy to show that Theorems 3.3 and 3.5 apply and so we
conclude that Eu(ol)lxl =X Xz = xZJ is increasing in X and decreasing in
X, for every increasing function ¢.

4.6. The Exponential Family of Distributions. We obtain an application

of a general nature of the results of this paper. Let X |6 belong to the

exponential family, reparametrized, so that:

nxle) = hed X cee).

0.X.
Since e 1 ! is TP2 in (e i xi), it follows by Theorem 3.3 that for any

increasing function ¢, E.[¢(6J.)|X1 =X, ...,Xj = Xjs e X, = X, is

increasing in xj .
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